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 1. Introductive Chapter 3 

 

1 INTRODUCTIVE CHAPTER 
Modeling in detail nonliear proceses using theoretical methods and 

implementing the rezulted models in a numerical real time application, is time 
consuming and takes a lot of resources. Those aspects become critical for the 
automotive industry where complex systems combine interactions from mechanical, 
hydraulical and thermal processes. The empirical models and the corresponding 
identification methods are considered as an alternative to the classical approaches. 
The Neuro-Fuzzy networks have proven, for various complex nonlinear systems, 
their capabilities to supply realiable numerical models obtained from the process 
measurement with little knowledge about the systems [1],[2],[3],[4]. 

The automotive industry struggles to meet the restrictive requirements 
imposed by the emmisions legislation (EU6, EU7, SULEV etc.) [5][6][7] and one of 
the main direction of improvement is the fuel injection system. For the Piezo 
Common Rail injection system, the pressure in the rail plays an important role in 
determining the injected quantity. Since there is an inherent delay between 
calculation of injection parameters and the actual realization of injection, there is a 
necessity to have the rail pressure for the moment of injection ralization predicted 
at the computation instant.  

In order to have a good aproximation of the pressure in the rail, a model of 
the nonlinear process has to be developed based on apropri knowledge. The 
accuracy of such model will be essential for realizing the required fuel quantity 
injection. Since the system is time variant, the model should have an adaptive 
behavior and adjust its parameters on-line. In addition, the model computation has 
to be done in a real time environment where additional constrains are imposed to 
the application such as CPU load and memory limitations. 

In a simpleminded approach, the problem is twofold: modeling and 
identification. This PhD thesis has the purpose of treating, in a systematic manner, 
the two problems and determine a numerical prediction model for a wide system 
operating range with the capability of on-line adaptation of the parameters.  

Chapter 2 makes a detailed presentation of the Piezo Common Rail System 
(PCR), providing an analytical flow – pressure model and identifying the main input 
variables. Chapter 3 presents the theoretical tools further used for modeling and 
identification, outlining the main advantages of Neuro-Fuzzy networks. Chapter 4 is 
dedicated to the development of the Neuro-Fuzzy model with local linear dynamic 
models. The proposed algorithm for input space decomposition is presented along 
with the model structure optimization for real time implementation. 

In chapter 5 there it is presented the transformation from a Neuro-Fuzzy 
network model to a model based on bilinear adaptive interpolation maps fitted for 
implementation on a real time ECU. In the last part, a robust version of RLS 
adaptation algorithm is introduced. Chapter 6 presents, in all the stages, the input 
space partitioning algorithm and the model structure development. The results are 
presented is a synthetic manner, highliting the Common Rail pressure prediction 
model performance compared to the current solution.  

Chapter 7 synthesizes the main author contributions and the main 
prespectives for the aplicability of the presented solution.
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2 PRESSURE VARIATION MODEL IN PIEZO COMMON 
RAIL SYSTEMS (PCR) 

New PCR grenerations have the capacity to operate in pressure ranges up to 
240 MPa with a variaty of injections configurations (up to 7 injections per segment). 

Fig. 1 contains a schematic representation of PCR system with 4 injectors 
and a 2 piston pump. The main components are: low pressure side with the 
electrical fuel pump (EFP) lifting the fuel from the tank and the high pressure side 
with the volumetric control valve (VCV) and pressure control valve (PCV), common-
rail (CR). piezo injectors (INJ) and the pressure sensor (HPS). The sensors (HPS) 
and (TFU) send pressure and temperature information to the engien control unit 
(ECU) which controls all engine processes. The mechanical events are synchronized 
using the crankshaft position sensor (CRK). 

 

 
 

Figure 1.  Piezo Common Rail System - schematics  

Engine emissions management is closelly linked to combustion management 
which is dependent of injection realization [8]. Since the injection duration tINJ, 
controled by the ECU, is dependent on required fuel mass and CR pressure, the 
injected fuel mass is directly influenced by the quality of CR pressure information. 

Due to the inertial character of the measurement, computation and injection 
actuation, the CR pressure value used to calculate tINJ has to be predicted in order 
to obtain the required injection quantity. Current solution uses the measured 
average from last segment to provide an estimation of the CR pressure value at the 
moment of injection. This approach can lead to deviations from setpoint for the 
injected fuel mass in transient conditions [15]. 
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During the bibliografic research, studies about the common rail systems 
were found in several papers [10], [11], [12], [13], [14], [15], [16], [18], [19], 
[20], [21], [22], [23], [24], [25]. Diferent parts of the system was studied revealing 
the main factors influencing the pressure in the injection system. Detailed models 
were generated for diferent components but there was no information about a 
complete pressure prediction model. The subject is intensivelly covered by the autor 
in his published papers [17], [26], [27], [28], focusing on the particularities of the 
PCR system. 

The fuel characteristics are depenent on the operating point defined by 
temperature (T) and pressure (P) [23]. The considered nonlinear mathematical 
model for the common-rail pressure is: 

       
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Here: c is speed of sound, =f1(αCRK(t), φ, VCV (t), N(t)) - ( - pump mass 
flow rate, φ – pump mounting angle, αCRK – crankshaft position, VCV – VCV opening 
[%], N – engine speed),  =f2(αCRK(t), αSOI, tINJ, mfinj) - (Q  - injector mass 

flow rate, αSOIi – start of injection position, mfinj – injected fuel mass), 
=f3(PCV(t), P(t) ,T(t)) - (  - PCV mass flow rate, PCV – PCV opening [%]), 

 = f4(P(t) ,T(t)) – (  - leakage mass flow rate). The prediction model 

should approximate model (1), overcoming the fact that the mass flow rates are not 
directly measurable. 
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Fig. 2 presents the CR pressure during a complete engine cycle for a 4 
injector and 2 pistons pump system. All mechanical, hydraulical and computational 
events are presented relative to crankshapt position αCRK  [26]. 

 
Figure 2.  Inherent CR pressure variation for a complete engine cycle (720º CRK). 

Upper part – pressure variation with respect to pump TDC and tSOI , tEOI. Lower part – 
prediction horizon with respect to segment calculation time tSEG [27]. 

Since the purpose of the prediction model is to accurately predict the CR 
pressure during injection at the moment when the injection parameters are 
calculated, the prediction horizon is [tSEGj, 0.5(tSOIj+1 + tEOIj+1)] of length 
τINJi=0.5(tSOIj+1 + tEOIj+1) - tSEGj.  
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An aproximate representation of the flow rates for each system component 
for an interval between 2 engine segments, is presented in fig. 3 [26].: 
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Figure 3.  Theoretical mass flow rate variations for  Modele: a) HPP, b) INJ, c) PCV, 
d) Leakage. Discontinuous lines suggest the time variation of these curves [27]. 

The prediction model can be expressed schematically as in fig. 4 
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Figure 4.  Schematic representation of CR pressure prediction analytical model  

 

3 THEORETICAL SUPORT FOR MODELING AND 
IDENTIFICATION 

In this chapter the theoretical background of the identification methodes 
further used in the application ephasizing on the capacity of Neuro – Fuzzy networks 
to incorporate apriori  knlowlegde of the process and derive a numerical model out 
of process measured data is presented. The LOLIMOT [29] architecture and the 
input space partitioning algorithm are presented briefly. For model parameters opti-
mization, the RLS method is proposed to be suitable for real time implementation. 

The structure of a LOLIMOT type of model (fig. 5) contains M processing 
units, in particular M neurons. Each neuron implements a local linear model as: 
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which participates in an additive manner to the overall output y . The local output 
 is weighted by the validity function Φi. 
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Figure 5.  NARX implementation using LOLIMOT architecture 

 

4 NEURO-FUZZY ADAPTIVE PREDICTION MODEL FOR 
CR PRESSURE 

Having already proposed the model type, now the focus is on tailoring a 
model architecture to fit the process. The Common Rail system works in quasi-
periodical regimes for a complete engine cycle (2 engine revolutions) which can be 
correlated with the crankshaft position  720,0αCRK  . Further development of the 
model will refer only to the working regimes where the PCV is closed. In this way, a 
clear separation between hydraulic events may be achieved. This is required due to 
the highly nonlinear characteristics of the process. 

During one period, there a 7 types of hidraulic events, as described in fig. 6. 
For all types, mutual exclusive membership functions are associated: 
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Figure 6.  CR pressure phases and the associated membership functions [28]. 

The abovementioned events (j=0...6) are named phases. The computational 
marks on fig. 6 are called segment events ( ) and they mark 
the start of prediction horizon while the middle value between start and end of an 
injection ( , ) marks the end of the prediction horizon.  

 180αα SEGs,i1SEGs,i

SOIs,iα EOIs,iα

CR pressure prediction model architecture consists in 2 levels: 1st level 
refers to Λ(T,P) input space, and 2nd level models the flow - pressure dynamics. In 
the top level, presented in fig. 7, the input of each linear model (LM) is x=[x1, x2, 
x3]T , z=[z1, z2]T and z’, where: x1= , x2= , x3= , z1=T, z2=P şi z’= 

αCRK. 
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Figure 7.  Neuro-Fuzzy network structure with local models [29]. The weight of each 
LM in the overall output is given by the triangular shaped validation functions Φi. 

Each LM is, in fact, another Neuro – Fuzzy network on the 2nd level as 
described in fig. 8. A LM is formed out of 7 local linear models (LLMs) corresponding 
to each phase. The validity functions Φ’i,j work as a disjoint operator allowing only 
one LLM at the time to be active. The LLMs model the pressure dynamics. They work 
as Hammerstein type of models with the nonlinear part represented by the flow rate 
curves and having 2nd order FIR filters for the linear part. 
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Figure 8.  2nd level Neuro-Fuzzy structure with LLMs [17]. 

 
The partitioning principle is provided by LOLIMOT [29] algorithm, which is 

nothing else, but a problem-solving algorithm based on “divides et impera”. During 
one iteration, the workspace STP = [Tmin, Tmax] x [Pmin, Pmax] is refined by an axis 
orthogonal split on T or P axis which creates 2 new rectangular regions. The axis 
split decision is based on the evaluation of a quadratic cost function, which 
evaluates the quality of each local model associated with each rectangular region in 
STP : 
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Overall, we distinguish 2 work stages: 

 Stage I: Creation of the Neuro-Fuzzy model structure. This stage is finalized 
with the determination of LM1, .., LM  and their corresponding membership 
functions. 

M

 Stage II: On–line usage of the resulted model with continuous adaptation of 
coefficients. 

According to the model architecture from fig. 8, each LLMi,j provides a value 
calculated with the formula: 
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The model output at level 1 (fig. 7) is provided by the equation: 
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Since the model architecture is designed for complementation on a real-time 
ECU, the classical LOLIMOT structure with Gaussian membership functions was 
replaced by a structure with triangular shaped membership functions (fig. 9) 
exhibiting the prediction as the bilinear interpolation look-up tabels: 
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Figure 9.  Triangular and trapezoidal shaped membership functions replacing the    
Gaussian type of functions. 

 

5 SOFTWARE IMPLEMENTATION OF THE ADAPTIVE 
PREDICTION MODEL FOR CR PRESSURE 

This chapter is dedicated to the usage of theoretical tools in solving a real 
world problem and presents the software implementation, optimized for a real time 
environment, of the proposed model architecture.  

The first part of the chapter, treats some aspects related to the capabilities 
and restrictions imposed by the real time computation environment and the 
development of software solution. The Neuro-Fuzzy model with triangular shaped 
validity functions is converted to a more computational efficient model with look-up 
tables performing bilinear interpolation (fig. 10). A proof of the results similarity for 
the two solutions is provided.  

Tiμ

Piμ

 
Figure 10.  Positions of the working point Λ(P,T) with respect to a grid like break-

point structure. On the outside, the corresponding validity functions were displayed. 

The second part of the chapter describes the experimental environment while 
the last part studies the RLS algorithm as a closed loop system with discrete states. 
Some adjustments are performed to the original version of the algorithm increasing 
robustness against measurement noise and weak input excitation and ensuring 



5. Software Implementation of Prediction Model for CR Pressure 11 

convergence. The algorithm, presented as a discrete state model, can be also seen 
as a switching system (fig. 11). 
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Figure 11.  Adaptive structure seen as a switching system. 

The modifications referred at points ①, ② and ③ have the objective of 
ensuring model coefficients convergence by reducing the RLS algorithm’s sensitivity 
to noise and robustness to weak input excitation. The enhanced algorithm is 
represented by the equation system: 
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6 EXPERIMENTAL RESULTS 
This chapter presents, systematically, the results of the input space decom-

position algorithm (chapter 4) using the robust RLS algorithm (chapter 5). The 
performances of the model are evaluated and compared to the current solution. 
Finally, a solution optimized for real time implementation is proposed.  

The final decomposition result is presented in fig. 12: 
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Figure 12.  Axis orthogonal decomposition of input space in linear regions 

Having the model structure determined and the coefficients identified, the 
next task was to validate the CR prediction model in a dynamic environment. 

In figures 13 and 14 there is a comparative display of measured pressure 
with 1 ms recurrence (green), current solution: average pressure for previous seg-
ment j-1 (blue), calculated a time tSEGj and predicted pressure for an interval equal 
to [tSEGj, 0.5(tSOIj+1 + tEOIj+1)]. Figure 14 highlights using the triplets (A1, A2, A), 
(B1,B2,B), (C1,C2,C) and (D1,D2,D) the prediction model performance over the 
current solution in a dynamic pressure working point scenario, similar to the real si-
tuation. During injection, the real CR pressure value is A, while the value used for 
calculating the injection duration is A1. The model predicted value in A2, which is 
much closer to the measured value. For points B, C and D similar results holds. 
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Figure 13.  Measured pressure (1 ms) - red, last segment average - blue and 

predicted value – green for an ascending pressure setpoint. 
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Figure 14.  Measured pressure (1 ms) - red, last segment average - blue and 

predicted value – light blue for a descending pressure setpoint. 

From RIP (Rule based InterPolation) [57, 66] method perspective, the entire 
prediction model can be displayed in a look-up table with bilinear interpolation 
(Table I) 

TABEL I.  RULE BASE ASOCIATED WITH THE EXPERIMENTAL MODEL 

 LM 

Low temperature  LM8 LM10
 LM3

 LM12
 

Medium temperature LM2 LM6
 LM1

 LM5
 

High temperature  LM7 LM9
 LM4

 LM11
 

T                                                             P Low 
Pressure 

Moderate 
pressure 

Medium 
Pressure 

High 
Pressure 

 

A more convenient way to represent the coefficients is using 2D graphics of 
different temperature characteristic curves. E.g., in fig. 15, the coefficient w1

i,j,l(P) 
for pump piston 1 is represented as a function of parameter T = 0 0C, 20 0C and 40 
0C : 
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Figure 15.  Coefficient characteristic curves .const  (Pump piston 1).T),P(w1
1,4,i 

 

7 CONCLUSIONS, CONTRIBUTIONS AND PERSPECTIVES 
The PhD thesis has achieved the main goal of developing a neuro-fuzzy 

model implemented in a real time optimized application using interpolative look-up 
tables, designated for predicting the fuel pressure variations inside the common rail 
of a diesel engine. 

From the applicative point of view, the thesis synthesizes the following 
contributions: 

 Synthesis of a neuro-fuzzy type of structure for identification and 
prediction of common-rail pressure. 

   Real time implementation of the prediction model on a Tricore CPU 
using OSEK –VDA operating system. 

   Validation of the prediction model on the experimental hydraulic test-
bench for a wide range of the input space. 

The scientific and theoretical contributions are: 

 Determination of an analytical flow – pressure model for predicting the 
common – rail system pressure variation using mass conservation principle. 

 Application of neuro-fuzzy modeling theory for realizing a structure with 
local linear models used for common-rail pressure dynamics identification 

 Optimization of the resulted neuro-fuzzy structure for implementation on a 
real time system. 

 Tailoring of LOLIMOT algorithm for a faster determination of linear regions.  
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 A new robust RLS algorithm is proposed suitable for usage in a real time 
environment. The main features are robustness to weak input excitation and 
systematic noise rejection.  

The  intermediate results of the research have been valorized in papers 
published by the author: 

 Ioanas, G.L., „Modeling, Identification and Prediction of Inherent quasi-stationary 
Pressure Dynamics of a Common-Rail System using Neuro-Fuzzy Structures with Local 
Linear ARX models”, Control Engineering and Applied Informatics Journal, Bucuresti, 
Romania, Vol. 14, no.3, pp. 61-70, 2012. 

 Ioanas, G.L, Dragomir, T.L., „Common-rail Pressure Estimation using a Neuro- Fuzzy 
architecture with Local Hammerstein Models”, Proc. of SACII 2013, IEEE 8th 
International Symposium on Applied Computational Intelligence and Informatics, 
Timişoara,  pp. 281-286, 2013. 

 Ioanas, G.L., Dragomir, T.L., „Local linear models adaptation for a 4 Inj – 2PP 
Commonrail Pressure System”, IEEE 11th International Symposium on Intelligent 
Systems and Informatics, SISY 2013, Subotica, pp. 253-258, 2013. 

 Ioanas, G.L., Dragomir, T.L., „Dynamic models adaptation for a 4 Inj – 2PP 
Commonrail Pressure System”, 39th Annual Conference of the IEEE Industrial 
Electronics Society IECON 2013, Viena, pp. 3490 – 3495, 2013. 

Considering the practical perspectives of this research we ca say that the 
common-rail pressure prediction model can be adapted for industrialization in the 
automotive industry. Furthermore, other nonlinear processes may be modeled and 
identified using the methodology presented in this paper. 

The author is indebted to Continental Powertrain Engine Systems for the 
generous technical support and address many thanks.  
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